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ABSTRACT

Systolicarraysare a family of parallel computer architecturesatde of using a very large number of processors
simultaneously for important computations in apgiicns such as scientific computing and signal @ssing. A discrete
cosine transform (DCT) expresses a sequence tdlfinhany data points in terms of a sum of cosimeefions at different
frequencies. DCT is a Fourier-related transformilainto the discrete Fourier transform (DFT), buging only real

numbers. DCTs are equivalent to DFTs of roughleéithe length, operating on real data with evennsgtry.
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INTRODUCTION

Systolic arrays are most widely used in parallehpating applications such as computer arithmetit signal
processing. Systolic arrays are best suited foetitjge computation. These types of computatioruiexhighly regular
and parallelism architecture. In a systolic argpcessing elements are called, systolic cellschvpierform computation

simultaneously [1].

Discrete Cosine Transform (DCT) expresses a seguafniinitely many data points in terms of a sumcosine
functions oscillating at different frequencies. Ba#ly, DCT is a Fourier- related transform usingyoreal numbers [2].
The DCT helps in separate the image into parts. M@mnsforms a signal or image from the spatial doma the
frequency domain. Because of the wide-spread udeGdfs, research into fast algorithms for their iempentation has
been rather active and also, since the DCT is ctatipu intensive, the development of high speedvare and real-time

DCT processor design have been object of resedtch [

The 1-D DCT array is constructed by using the Cklby polynomial to generate the transform kernéies
recursively. The 2- D DCT array is based on the-column decomposition but involves no matrix trawsifion problems,

where the row and column transforms are evaluateitesly to the 1-D DCT [4].

2-D DCT algorithms are the most typical for imagempression, as the number of applications thatirequ
higher-dimensional DCT algorithms are developingcase of higher dimensional images, videos andoauddie JPEG
standard has been around since the late 1980'©iantbeen an effective first solution to the stadidation of image
compression. JPEG has some very useful stratemid3GT quantization and compression. DCT was omlyetbped for
low compressions [5]. The 8 x 8 DCT block size whssen for speed (which is less of an issue noth the advent of

faster processors) not for performance.
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Like other transforms, the Discrete Cosine Tramefo(DCT) attempts to decorrelate the image data.
After decorrelation each transform coefficient d@encoded independently without losing compressitiniency [6].

This section describes the DCT and some of its itapb properties.

THE ONE-DIMENSIONAL DCT

N-1 T 1
Cu)=a)). f(x) coz{— (n +—)u} 1)
n=0 N 2
Where u=0, 1, 2, N-1
1
N for u=0

a(u) =
W \/Z for uz0
N

This equation represents 1-D DCT Type Il. The DCisIprobably the most commonly used form, andfiero
simply referred to as "the DCT". This transformeisactly equivalent (up to an overall scale factb2pto a DFT
of 4N real inputs of even symmetry where the evetexed elements are zero. That is, it is half & DFT of

the4Ninputsy, wherey,=0, Yyon1= X, for 0 <n <N, and y,.= y, for 0 < n < 2N. Some authors further multiply

2
theX, term by 142 and multiply the resulting matrix by an overatake factor o W [7]. This makes the DCT-II

matrix orthogonal. Orthogonalitihe inverse transformation matrix Afis equal to its transpose i&* = A'. Therefore,
and in addition to its decorrelation charactersstitis property renders some reduction in thecpraputation complexity,
but breaks the direct correspondence with a reahdFT of half-shifted input [10]. The DCT-Il impl the boundary
conditionsx, is even around=-1/2 and even aroun@N-1/2; C(u)is even arouné=0 and odd arounk=N. DCT-II is
normally called 1- D DCT.

The Two-Dimensional DCT

The objective of this paper is to study the efficaf DCT on images. This necessitates the extensfadeas
presented in the last section to a two-dimensispate. The 2-D DCT is a direct extension of the daBe and is given by
N-1N-1 cos@x + 1)usr cosQy + v

1
Cuv) = —aa) X f(xy) (2)
4 x=0y=0 2N 2N

foru,v=0,1,2,....N —1 anda(u)anda(v) are defined in (1)

Implementation of the 2-D DCT directly from the tinetical equation results in 1024 multiplicationsd 8896

additions. Fast algorithms exploit the symmetryhimithe DCT to achieve dramatic computational sgsin

There are three basic categories of approach fopatation of the 2-D DCT. The first category of 2EBCT
implementation is indirect computation through ottiensforms—most commonly, the Discrete Hartlegisform (DHT)

and the Discrete Fourier Transform (DFT) [8]. TheDbased algorithm of shows increased performandéroughput,
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latency, and turnaround time. Optimization withpest to these parameters is not the focus of tbpgsed project. A
DFT approach calculates the odd-length DCT. Thersdsstyle of algorithms computes the 2-D DCT by sasumn

decomposition. In this approach, the separabiliopprty of the DCT is exploited. An 8 point, 1-D D& applied to each
of the 8 rows, and then again to each of the 8noptu[8]. The 1-D algorithm that is applied to bdte rows and columns
is the same. Therefore, it could be possible toideetical pieces of hardware to do the row comiputaas well as the
column computation. The bulk of the design and aatatpon is in the 8 point 1-D DCT block, which cpatentially be

reused 16 times—38 times for each row, and 8 timegdéch column. Therefore, the fast algorithm fmmputing the 1-D
DCT is usually selected. The high regularity okthpproach is very attractive for reduced cell t@ml easy very large

scale integration (VLSI) implementation.

The third approach to computation of the 2-D DCThysa direct method using the results of a polyrmdmi
transform. Computational complexity is greatly reeld, but regularity is sacrificed. Instead of tie1tD DCTs used in
the conventional row-column decomposition, [6] uakseal arithmetic including 8 1-D DCTs, and sta@f pre-adds and
post-adds (a total of 234 additions) to compute th® DCT. Thus, the number of multiplications forosh
implementations should be halved as multiplicattotly appears within the 1-D DCT. Although this direnethod of
extension into two dimensions creates an irregidiationship between inputs and outputs of theesgsthe savings in
computational power may be significant with the oéeertain 1-D DCT algorithms [9]. With this diteapproach, large
chunks of the design cannot be reused to the satertas in the conventional row-column decomposiapproach [10].

Thus, the direct approach will lead to more harayarore complex control, and much more intensilmigdging.
CONCLUSIONS

Systolic array architecture follows parallel pragiag concept in their working and DCT has the nagiplication
in image processing. It is very convenient to tfame DCT from DFT, DHT or by polynomial transforrmage can be
compressed, corrected in terms of burliness, cshitbaightness, illumines and motion blurrinessigddCT. Combination

of systolic architecture and DCT makes less comjmutdime. Systolic Array and DCT can be implementising VLSI.
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